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Abstract. The article examines the evolution of encryption measures,
focusing on how results have improved over time and emphasizing
recent security achievements. It discusses various metrics used to
evaluate the performance of encryption algorithms, including Number
of Pixel Change Rate, Unified Average Changing Intensity, correlation
coefficient, information entropy, Chi-square test, and key space analysis.
These metrics are crucial for ensuring the integrity and confidentiality of
images, and their improvements over time are commonly aimed. Also, it
is analyzed the key advancements in encryption algorithms that have led
to improve these encryption metrics, from older to more recent works.
The analysis focuses on the critical differences that have contributed to
enhanced security. In addition, the article underscores the importance
of standardizing security measures in Cryptography to enhance the
comparison of robustness between different encryption systems against
advanced attacks to various types of data and applications.
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1 Introduction

The massive transfer of data, including digital images, has become a common
practice, presenting significant challenges in terms of security and privacy.
To address these challenges, image encryption systems have been developed.
These systems employ algorithms to convert readable images, which contain
clear messages, into encrypted versions. This process involves the use of a
specific key to decrypt the image and restore it to its original state, thereby
ensuring the confidentiality, integrity, and authenticity of the image during its
transmission, reception, and storage [12, 34]. Such systems are critically applied
in environments that prioritize information security, such as medical images
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The effectiveness of encryption algorithms heavily relies on their ability to
withstand unauthorized decryption attempts, prompting the development of
security analyses to assess their robustness and reliability across various usage
scenarios [38]. Consequently, this work explores various existing analyses to verify
the quality of different encryption proposals. These include evaluation metrics
like NPCR, (Number of Pixels Changed Rate), UACI (Unified Average Changing
Intensity), correlation coefficient analysis, and histogram analysis, among others
[29]. Furthermore, it details the quantifiable evolution and improvements of these
analyses over recent years, emphasizing advancements in encryption techniques
and their adaptation to evolving security threats in digital environments.

The paper is structured as follows. Section 2 introduces the key metrics in
the field of image encryption, which are essential for tracking the evolution of
reported values. This section provides a detailed explanation to underscore the
importance of these metrics in evaluating encryption effectiveness. Section 3
presents the collected data on the evolution of each metric, highlighting
improvements over time, with corresponding references and details of the images
used for the evaluation. Section 4 outlines the main differences between older
and more recent studies that have contributed to these advancements in metrics.
Finally, Section 5 concludes the paper.

2 Background of Encryption Metrics

In this section, we provide a brief overview of each metric used for evaluating
image encryption security. This includes the purpose of each evaluation, the
equations employed, the procedures for their application, and the target values
required to indicate a high level of security. The measures included, in order
of appearance, are NPCR, UACI, Correlation Coefficient, Information Entropy,
Chi-Square Test, and Key Space. The reported values of these measures are then
collected for analysing the improvements in encryption security.

2.1 NPCR

The Number of Pixel Change Rate (NPCR) is a metric used to calculate
the percentage of differing pixels D between two encrypted images C' and C’
whose original images differ by exactly one pixel. This metric is crucial for
evaluating an encryption algorithm’s resistance to differential attacks, which
test the algorithm’s sensitivity to the smallest changes in the plain image [27].
An NPCR value of 100% is desirable, indicating that the encryption technique is
highly resistant to such attacks, as it shows that a minute change in the original
image produces a total change in the encrypted image [17]. Conversely, a value
of 0% means no change in the resultant encrypted pixels. NPCR is calculated
using the following Equation (1), and the difference of two image is shown in
Equation (2):
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2.2 UACI

The Unified Average Changing Intensity (UACI) measures the average of the
absolute intensity differences between two encrypted images corresponding to
original images that differ by only a single pixel. This metric is important for
evaluating how changes are distributed within the encrypted image in response
to slight variations in the original image [20]. A high UACI indicates that
the encryption algorithm effectively diffuses changes throughout the encrypted
image, which is essential for encryption security [21]. UACI is calculated using
the formula in Equation (3), with a desirable value of 33%:

1 |C(27])_C/(zaj)|

UACT= g (% 255

] x 100%. (3)

2.3 Correlation Coefficient

The correlation coefficient (CC) in Equation (4) is a measure used to evaluate
the degree of relationship between two variables x,y, in this case, the pixel
values [11]. The coeflicient indicates their level of similarity. The CC is defined
using covariance (Cov) of Equation (5) and variance (Var) of pixel values
that is the square of the deviation D in Equation (7), and the expected
value F in Equation (6). All these values are for the N x N total number
of pixels in an image. In an original image, the horizontal, diagonal, and
vertical values of adjacent pixels are strongly correlated. An effective encryption
method reduces this correlation in the encrypted image, bringing the correlation
coefficient value closer to zero [28]. This reduction implies that the pixels in
the encrypted image are less predictable and, therefore, more secure against
statistical attacks. In contrast, a CC of 1 implies perfect correlation, meaning
the pixels are linearly identical, indicating a failed encryption process. The
correlation coefficient is calculated using equation, which evaluates the quality
of the cryptographic system:

CC,y = M7 (4)
D(z)\/D(y)
N
Cov(z,y) = & > (@i — Ex))(yi — E®y)), (5)
i=1

N
E(z) = sz“ (6)
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2.4 Information Entropy

Entropy H is a measure of the expected value or average amount of information
that can be extracted from a message, in this case, an image [33]. It represents
the quantity of information present and indicates the degree of uncertainty or
randomness in the data. Introduced by Claude Shannon in 1949, entropy values
range from 0 to 8 and should be close to 8 for an 8-bit image representation.
A high entropy value of 8.0 indicates a uniform distribution of pixel values,
which is desirable for an encrypted image because it reflects a high level
of unpredictability and randomness [47]. This uniform distribution means
each pixel has an equal probability of appearing, ensuring maximum entropy.
Conversely, if the entropy of the encrypted image is significantly less than 8, it
suggests the image has patterns or predictability, posing a security risk. Entropy
can be calculated using Equation (8) and is based on the probabilities p(x;) of
the occurrence of each pixel value x; in an image with N pixels:

N—

H(x) == P()logs P(x:). (8)

=0

[

2.5 Chi-square Test

The Chi-square x? test is used to evaluate the uniformity of histograms,
with the aim of determining the resistance to statistical attacks [7]. A lower
Chi-square value indicates better uniformity, where the ideal value is equal to
zero, suggesting the strongest resistance [48]. To confirm the uniform distribution
of the resulting ciphered images more precisely, the Chi-square test is conducted,
demonstrating that the encrypted image follows a uniform distribution. It is
based on the expected frequency F; of a uniform histogram and the observed o;
from the image, following the procedure of Equation (9):

255 9
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i=1 i

2.6 Key Space Analysis

Key Analysis (KA) is crucial in any encryption algorithm, as the algorithm’s
security heavily relies on the strength of the secret keys. Assessing the
effectiveness of an encryption system involves analyzing the key space, where
the key is a unique value used for encrypting data, ensuring only authorized
parties can decrypt the information. Desirable properties of strong secret keys
include a large key space. The key space depends on the size of the secret key;
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Table 1. Numer of pixel change rate (NPCR).
Evolution of Encryption Measures

Proposal Publication Reported Image size Image name
year value

Ref. [25] 2012 99.5850 256 %256 Lena
Ref. [30] 2015 99.5789 200%200 Peppers
Ref. [50] 2018 99.5697 256x256 Cameraman
Ref. [42] 2020 99.6100 512x512 Lena
Ref. [49] 2023 99.6399 256x256 Baboon
Ref. [16] 2024 99.6500 256256 Medicine

a larger size makes it more challenging for an attacker to guess the key. An
excellent image encryption algorithm requires a robust key space, indicating
resistance against brute-force attacks. With a large key space, exhaustive key
searches become impractical, requiring an infeasible number of operations (e.g.,
2128 for a 128-bit key). In other words, a larger key size significantly reduces the
likelihood of a brute-force attack succeeding, given the vast number of potential
combinations that must be tested to find the correct key.

3 Encryption Metrics Evolution

This section presents the evolution of encryption results across eight tables.
The tables compile data from various works over the years, including the
measures introduced in the previous section, along with the image name and
size. Over time, these measures have progressively approached optimal values,
illustrating how each new cryptosystem generally enhances security outcomes.
The data in each table is organized chronologically, from the oldest to the most
recent publications.

3.1 NPCR

In this context, the NPCR (Number of Pixel Change Rate) aims to achieve
a 100% difference in the encrypted pixels between two encrypted images that
differ by only one pixel in their plain representation. Recent advancements have

brought this value closer to the ideal 100%. This improvement is illustrated in
Table 1.

3.2 UACI
For this metric, it is important that not only the pixels are different, but also

differ so far from in its intensity levels. A value closer to 33% is the optimal,
where in the recent years has been kept.
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Table 2. Unified average changing intensity (UACI).
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Proposal Publication Reported Image size Image name
year value

Ref. [30] 2012 32.9495 200%200 Baboon
Ref. [37] 2015 33.3430 256x256 Lena
Ref. [50] 2018 33.3618 256 x256 Cameraman
Ref. [41] 2020 33.4700 512x512 Cameraman
Ref. [49] 2023 33.4199 256x256 Lena
Ref. [22] 2023 33.6500 256256 Barbara

Table 3. Correlation Coefficient (Horizontal Direction).

Proposal Publication Reported Image size Image name
year value
Ref. [3] 2007 0.0308 256256 Lena
Ref. [45] 2010 0.0036 256 %256 Lena
Ref. [25] 2011 0.0068 256x256 Lena
Ref. [13] 2015 0.0273 512x512 Boat
Ref. [44] 2016 —0.0060 1024 x1024 Male
Ref. [18] 2017 —0.0163 256x 256 Colour Flower
Ref. [46] 2018 0.0004 256 %256 Clock
Ref. [50] 2018 —0.0017 256 %256 Cameraman
Ref. [1] 2024 0.0008 256x256 Lena

3.3 Correlation Coeflicient
The ideal correlation coefficient is 0.0, regardless of the direction in which the
correlation is measured. The values should be around this ideal, indicating no

correlation. Over time, approaches have increasingly approximated this ideal.
Improvements in correlation can be seen in Tables 3, 4, and 5.

3.4 Information Entropy

For pixels with 256 intensity values, the optimal entropy value is 8.0. Recently,
image cryptosystems have been getting closer to this value, as shown in Table 6.

3.5 Chi-square Test
The goal of the Chi-square test is to achieve a value of 0, indicating no difference

between the histogram of the encrypted image and a uniform distribution. The
differences have decreased over the years, as detailed in Table 7.
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Table 4. Correlation Coefficient (VerticaldirasbQheryption Measures

Proposal Publication Reported Image size Image name
year value
Ref. [3] 2007 0.0304 256 %256 Lena
Ref. [45] 2010 0.0023 256x256 Lena
Ref. [25] 2011 0.0091 256 %256 Lena
Ref. [13] 2015 —0.0321 512x512 Boat
Ref. [44] 2016 —0.0103 1024x1024 Male
Ref. [18] 2017 0.0185 256 %256 Colour Flower
Ref. [46] 2018 —0.0054 256 %256 Clock
Ref. [50] 2018 —0.0279 256x 256 Cameraman
Ref. [1] 2024 —0.0003 256 %256 Lena
Table 5. Correlation Coefficient (Diagonal Direction).
Proposal Publication Reported Image size Image name
year value
Ref. [3] 2007 0.0317 256 %256 Lena
Ref. [45] 2010 0.0039 256 %256 Lena
Ref. [25] 2011 0.0063 256x256 Lena
Ref. [13] 2015 -0.0060 512x512 Boat
Ref. [44] 2016 0.0031 1024x1024 Male
Ref. [18] 2017 -0.0129 256% 256 Colour Flower
Ref. [46] 2018 0.0111 256 %256 Clock
Ref. [50] 2018 0.0047 256 %256 Cameraman
Ref. [1] 2024 0.0002 256 %256 Lena
Table 6. Information Entropy.
Proposal Publication Reported Image size Image name
year value
Ref. [39] 2009 7.9970 256x256 Lena
Ref. [6] 2012 7.9890 256 %256 Lena
Ref. [24] 2013 7.9881 256 %256 Pepper
Ref. [26] 2015 7.9637 256 <256 Cameraman
Ref. [2] 2016 7.9979 256 %256 Baboon
Ref. [10] 2019 7.9992 256x256 Lena
Ref. [17] 2021 7.9994 512x512 Lena
Ref. [43] 2023 7.9998 1024x1024 Barbara
Ref. [36] 2024 7.9998 1024x1024 Male
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Table 7. Chi-square test.
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Proposal Publication Reported Image size Image name
year value
Ref. [§] 2009 290 256x256 Lena
Ref. [9] 2013 260 128x128 Lake
Ref. [19] 2014 243 256 %256 Lena
Ref. [15] 2016 251.2 256x256 Lena
Ref. [17] 2021 233.729 512x512 Lena
Ref. [43] 2023 207.445 256 %256 Mountain

3.6 Key Space Analysis

The key space should be as large as possible to prevent feasible brute force
attacks. The size of the key space has increased over time, enhancing security by
expanding the number of possible combinations that must be tested to decrypt
the image. This trend is illustrated in Table 8.

Table 8. Key Space.

Proposal Publication year Reported value
Ref. [35] 2005 21
Ref. [31] 2006 2150
Ref. [5] 2010 2256
Ref. [23] 2015 2299
Ref. [40] 2018 2312
Ref. [14] 2021 2604
Ref. [4] 2023 21658

4 Improvements in Algorithms

The following list summarizes the advancements in encryption algorithms that
have led to improved encryption metrics. These insights are drawn from the
collection of papers reporting on encryption metrics. A comparative analysis of
older and more recent works highlights the key differences that have contributed
to enhanced security. While the fundamental concepts and features discussed
have persisted over the years, their application has evolved to provide stronger
security measures.

1. Chaotic systems: Although encryption procedures based on chaotic systems
have been in use since the early 2000s, their properties have significantly
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improved. Modern chaotic systems now feature a broader range of chaotic
parameters, leading to enhanced chaotic charactBYSifien of Encryption Measures

2. XOR operations: XOR operations have long been a fundamental technique
in encryption. While they remain crucial, they are now complemented by
additional methods such as SHA functions and substitution operations,
applied before or after the XOR process to create a more chaotic
bit distribution.

3. DNA application: DNA sequences have been combined with chaotic
maps in encryption. Recent advancements have parallelized DNA coding,
reducing execution time and allowing for more encryption rounds, thereby
enhancing security.

4. Permutations: Previously, only one permutation was typically applied per
round, often generated from chaotic maps. Now, permutations are applied
in diverse ways and derived from various sources, such as random walks
within the same encryption round, which effectively reduces correlation.

5. Encryption metrics: Measuring current results is the first step toward
improvement. Over time, more encryption metrics have been introduced to
evaluate the chaotic distribution of encrypted data, acknowledging that while
each metric is necessary, none alone is sufficient.

6. Key space: The key space has expanded significantly. Earlier encryption
schemes operated with smaller key sizes due to limited computational
resources. However, increasing key sizes now allows for the inclusion
of additional information within the keys, contributing to better
securityoutcomes.

7. Symmetric cryptography: Symmetric cryptography, a staple in both older
and newer proposals, remains favored due to its efficient execution time, even
that new proposals have more encryption rounds, making it more suitable
than asymmetric cryptography in many contexts.

8. Histogram: Permutations are essential for breaking the relationship between
pixels without altering pixel values, thus maintaining the histogram. Over
time, chaos has been increasingly applied to modify pixel values to achieve a
uniform histogram, not just positions. Chaos has enhanced the substitution
process too.

5 Conclusion

The imperative to enhance security levels in image encryption drives this
article to review the results of various encryption approaches. Currently, past
proposals may appear insecure due to their results, highlighting the ongoing
need for improved security outcomes. On the other hand, while older and current
encryption algorithms share fundamental concepts and features, their application
has evolved over the years to deliver stronger security measures. In addition,
to make image cryptography more consistent and promising, it is crucial to
establish robust security frameworks with consistent evaluation metrics. We
reviewed the most common security metrics, displaying standardized measures
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that can be universally adopted. This standardization is essential for enabling

Mapus] Sy gg%ggﬁg%hgp%zfﬁlilggrl\élﬂ%z e&l’g%‘fﬁ%%r%aland their effectiveness over time.
Such adaptability ensures that the benefits of the framework extend to specific
application scenarios, guiding future research and development efforts toward
improving evaluation metrics in image cryptography.
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